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T@ The Generative Al landscape is rapidly evolving
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Small, Cost Effective Large, Expensive

Open Source Closed
Large Language Models Frontier Models

e.g. Llama-4, DeepSeek-R1, Kimi-K2, e.g. Gemini 3 Pro, GPT-5.1, Claude-
Nemotron-340B 3.7

Large, less powerful but catching  Large, powerful, overkill to use
up, less expensive but still for every task. Trained with
impractical for every use case. the pursuit of AGI
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Granite

A family of enterprise-focused SLMs
designed to help companies put
GenAlI to work.

© 2025 IBM Corporation
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Language

Granite-3.3-8B-Instruct
Granite-3.3-2B-Instruct

Granite 4.0 Family (NEW)

Safety Guardrails

Granite-Guardian-3.3-8B

i
162
Embeddings

Granite-Embeddings-30M-English
Granite-Embeddings-125M-English
Granite-Embeddings-107M-Multilingual
Granite-Embeddings-278M-Multilingual
Granite-Vision-3.3-2B-Embedding

Time Series

Granite-TimeSeries-Flowstate-r1.0

Vision
Granite-Vision-3.3-2B

Granite-Docling-258M (NEW)

W

Speech

Granite-Speech-3.3-8B
Granite-Speech-3.3-2B




Granite 4

A family of enterprise-focused SLMs
designed to help companies put

generative Al to work.
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Open

» Everything Granite
available under the no-
nonsense Apache 2.0
license

» Bothinstruct and base
models shared for easy
customization

Efficient

* Hybrid Mamba2
architecture designed for
small GPU footprint and
hardware-constrained
deployments

* Range of model sizes
provided to enable
optimizing model size
for a use case

Trusted

» First Open-Source model
thatis ISO 42001
certified

+ Checkpoints
cryptographically-signed
to verify source of origin

+ Launched with new
white-hat hacker bug
bounty program
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A family of enterprise-
focused SLMs designed .
to help companies put
generative Al to work. Anite-4.0 0-4.0 0-4.0 5 0-4.0 o

Architecture Type

Hybrid, Mixture of Experts

Hybrid, Mixture of Experts

Hybrid, Dense

Traditional, Dense

Model Size

32B total parameters
9B activated parameters

7B total parameters
1B activated parameters

3B total parameters

3B total parameters

Intended Use

Workhorse model for key
enterprise tasks like RAG
and agents

Designed for low latency, edge, and local applications,
and as a building block to perform key tasks (like
function calling) quickly within agentic workflows*

Alternative option for
users when Mamba2
support is not yet
optimized (e.g. llama.cpp,
PEFT, etc)

Est Memory Reqgs

(8-bit, 128K context length, 33GB 8 GB 4GB 9GB

batch = 1)

Example Hardware** NVIDIA L40S RTX 3060 12GB Raspberry-Pi 8GB RTX 3060 12GB
(8-bit, 128K context length, (<$10K) (<$1K) (<$100) (<$1K)

batch = 1)

© 2025 IBM Corporation

*Further differentiating points between Tiny and Micro will

be identified after evaluations are finalized

**Theoretical estimates based on provided specs, not tested
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roioo Granite 4.0 Optimizes Performance for
Enterprise-Relevant Tasks

Institute

Instruction Following

Tool Calling Retrieval Augmented Generation
Llama 4 .Maverlck (FP8) 0.91 GPT-40 725 (RAG)
Granite 4.0 H Small 0.89 GPT-4.5-Preview 80
Kimi K2 Instruct GPT-4.1 73 g3
Granite 4.0 Micro 0.85 Qwen3-235B-A22B 70 68
GPT 0SS 120B Gemini-2.5-Flash 61
Qwen3 235B A22B Instruct (FP8) Qwen3-30B-A3B-Instruct |[mem— 60
55
D V3 > 53
Dy k v3 - @
Granite 4.0 H Small  j—— .7 5 50 48
Llama 3.1 Instruct Turbo (70B)* - S
03-Mini (e 2
Liama 4 Scout Command A [ S a0
Qwen3 2358 A228 Instruct (FP8) GPT-4o-mini [ s
GLM 4.5 Air (FP8) Qwen-2.5-72B-InStruct  [mem— S(’ 30
o4
Llama 3.1 405B Turbo* Gemini-2.5-Pro-Exp-03-25 E
Qwen2.5 Instruct Turbo 728 G 278-IT 20
DeepSeek R1 Granite 4.0 Micro 59.7
Claude-3.7-Sonnet
OLMo 2 32B Instruct . 10
Mistral-Large-Instruct |sess
Mistral Small 3.1 Mistral-Small-3.2-24B-Instruct |m——
Llama 3.1 8B Instruct (Turbo)* [ Llama-4-Maverick
Qwen2.5 7B Instruct (Turbo)* [ Llama-3.3-70B-Instruct e
GPT 0SS 20B s 0.73 Llama-4-Scout [ 45 .4
0 02 04 06 08 1 0 20 40 60 80
Stanford HELM IFEval Leaderboard BFCLv3 —_——— =
Open Weights Models Accuracy = == ==
pen Weig = ===

i
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*Original model is open weights, but exact Turbo version could not be found on HF
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Average Accuracy
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Granite 4.0 Nano

Granite 4.0 H 1B - A ~1.5B parameter, dense LLM
featuring a hybrid-SSM based architecture.

Granite 4.0 H 350M — A ~350M parameter, dense LLM
featuring a hybrid-SSM based architecture.

Granite 4.0 1B and Granite 4.0 350M — Alternative

traditional transformer versions of our 1B and 350M
Nano models

General Performance vs Model Size

Instruction Following

Granite-4.0-H-1B
Granite-4.0-1B
Qwen3-1.7B
Qwen3-0.6B
Granite-4.0-H-300M
Gemma-3-1B-IT
Granite-4.0-300M

Llama-3.2-1B-Instruct

Granite-4.0-1B

70
Granite-4.0-H-1Be  ® ——
65 - Qwen3-1.78
_— L
60 ———
55 —
50 Granite-A.Oyua( Llama-3.2-1B-Instruct
L]
° ®  Gemma-3-1B-IT .
45 i -300M Qwen3-0.68 ° ° SmolLM2-1.7B-Instruct
LFM2-1.2B .
40
35 “Gemma-3-
270M-IT
30 o LFM2-350M
L]
25 © SmolLM2-360M-Instruct -—
20
0.2 0.4 0.6 0.8 1.0 1.2 14 1.6 1.8

Model Size (B Parameters)

64.5 Qwen3-0.6B

5.
731 Granite-4.0-+-18 | NN 5o -

Tool Calling
78.5 Granite-4.0-1B _ 4.8
7.4

52.2

44.1

aranite-4.0-H-300M |+ >

43
\ 593 cranite-4.0-300M | 352

Llama-3.2-1B-Instruct

54.6 Gemma-3-1B-IT

22.0

16.3

0 IFEval Accuracy 100 0

Benchmarks across General Knowledge (MMLU, BBH),
Math (GSM8K, GSM8K-Symbolic), Code (EvalPlus,
CruxEval-0) and Safety (AttaQ, SALAD-Bench)

BFCLv3 Accuracy

100
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™) Trust depends on data and model governance

Lineage View v See Files B View Model Card B Model

Model ID

granite-3.3-8b-instruct.r250409a

© 2025 IBM Corporation !
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TI I :ﬂggg’i&;"” . _ CERTIFICATE OF REGISTRATION SUMMIT
& safety partnerships for 4schellman ===—**
A Gualty, above g International Business Machines Foundation Model Transparency Index Total Scores, 2025
G ra n I t e Corporation Source: 2025 Foundation Model Transparency Index
1BM further strengthens Granite for Company Score
Fadone o | 1w CEEE——— 55, |
Writer .} 72%
Al21Labs CEIINN—— 66%
Anthropic NN 46%
Google D 1%
Amazon CEEEEED 39%
OpenAl CEEEEEENNNED 35%
DeepSeek CHIINNENEGEGEGD 32%
Meta [S—] 31%
liackerone  «. —

Mistral D 18%

h Schellman LLC. Granite @ H | D D EN I_nvEn ijoyz ::

com D[iaﬂ ce certification PROTECT YOUR ADVANTAGE

https://crfm.stanford.edu/fmti/December-
INTELLIGENCE 2025/index.html

now part of CISCO

artnerst - RohUs Stanford Al Transparency Index 2025
artnership with Robust @ ROBUST p y

© 2025 IBM Corporation
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Every conversation in Al starts with
Models and ends with Data

Ap——
7 ? % ideniifytd:catprekpara:ion ar;dbge:ftration* as the GARBAGE IN
most common strategic task performed by AI teams. GARBAGE OUT
e e e -

o
3 O /0 view data volume and complexity* as one of the
most challenging aspects of Al implementation.

Quality of data affects the quality of the model ?Bebslr:?SSF;eAlﬂl‘:gl’

technician

i
.'||
T
:

* Gartner, Explore Data-Centric Al Solutions to Streamline Al Development, 2023
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training data curation
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wp EXCLUSIVE

Inside the secret list of websites that
make Al like ChatGPT sound smart

By Kevin Schaul, Szu Yu Chen and Nitasha Tiku & 0 O
April 19t 600 8.

AT chatbots have exploded in popularity over the past four months,
stunning the public with their awesome abilities, from writing

Fresh concerns raised over sources of

training material for Al systems

Investigations reveal limited efforts to ‘clean’ datasets of fascist,
pirated and malicious material
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The Atlantic Signin  Subscribe

Illustration by The Atlantic. Sou:

TECHNOLOGY

REVEALED: THE AUTHORS
WHOSE PIRATED BOOKS ARE
POWERING GENERATIVE Al

Stephen King, Zadie Smith, and Michael Pollan are among thousands of
writers whose copyrighted works are being used to train large language

models.

By Alex Reisner

AUGUST 19, 2023 SHARE VvV SAVED STORIES A  SAVE []
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GneissWeb was used to train
IBM Granite 4.0

Trending in Top-5 at HuggingFace ¥
(as of Oct. 7th)
Granite 4.0:
Granite-4.0-H-Small (MoE 32B/A9B)

Granite-4.0-H-Tiny (MoE 7B/A1B)
Granite-4.0-H-Micro (Dense 3B)

IBM Granite 4.0 Release:
https://www.ibm.com/new/announcements/ibm-granite-4-

Trendingon [+~ this week

¢ Models

zai-org/GLM-4.6

ServiceNow-AI/Apriel-1.5-15b-Think..

neuphonic/neutts-air

LiquidAI/LFM2-Audio-1.5B

ibm-granite/granite-4.0-h-small

0-hyper-efficient-high-performance-hybrid-models

Browse 1M+ models
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Good models need Good datal
Open datasets for pre-training LLMs

( COMMON
CRAWL =

Public, non-profit
Internet crawl

~310B web pages

Optionally mix other data sources
(e.g., Wikipedia, ArXiv, SSRN, FIDC, SEC, Edgar,
Freelaw,...)
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Limitations of current pre-training datasets

State-of-the-Art Datasets

Large datasets (5T+ tokens) — limited
performance

Aggressive filtering to achieve quality

Rely on model-based filtering for quality, often
requiring GPUs

Average Performance Score (11 Benchmarks)

i OPEN SOURCE
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muorssl 2025

Quality versus Quantity
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- DCLM
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. Fineweb
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e . | o .
GneissWeb: advancing open innovation in large-scale training data

State-of-the-Art Datasets

GneissWeb

10T tokens / 12.6B docs / 35TB size with quality
higher than large (5T+ tokens) SOTA datasets
CPU-friendly recipes (model+heuristics)

Novel quality annotators, judiciously designed
ensemble filter

Finance data: ~5TB

Average Performance Score (11 Benchmarks)
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60

59
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57

56

55

54
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Quality versus Quantity

* DCLM

Fin.eWeb—Edu—Smal[ GneissWeb

N ﬁ%efinedWeb ‘
1 - FineWeb-Edu-Large

. Dolma

0 3 5 10 3 15 20
Trillion Tokens
—_—

~10x Tokens

Similar Performance as
FineWeb-Edu-Small

RedPajama-v2
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1@ GneissWeb: SOTA Common Crawl for pre-training

= 10T token dataset derived from
FineWeb vV1.1.0
= Ablation models outperform those
trained on FineWeb V1.1.0 by
>1.5% over 20 benchmarks

Avg. Score Over High-Signal Tasks

0.5 — FineWeb_7B
——— GneissWeb_7B
FineWeb-Edu-score-2_7B

= Open-source tools and recipes for
reproduction

0 508 1008 1508 2008 2508 3008 3508
Billion Tokens

https://huggingface.co/datasets/ibm-
granite/GneissWeb

i
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https://checkpoint.url-protection.com/v1/r07/url?o=https%3A//huggingface.co/datasets/ibm-granite/GneissWeb&g=ZTg2MThjM2Q0MDIxZjhiMQ==&h=ZmMyZDE4YjBiNjY2YjRjYzMwYzYyNTc0NjNiNTQwNGU2OWJkMTEzNDllNjU4MWJiNjA3MjYzZDUxNmVhNWY3ZQ==&p=bWVjMTp0ZWNobm9sb2d5aW5ub3ZhdGlvbmluc3RpdHV0ZTpjOm86NzkyZGJkMzQzMjI5NzViYjg0ZjJiZGZmZGRlMjgxNmI6NzpwOlQ=
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Combining GneissWeb components into a winning recipe

Readability AND | Quality

/ Data Quality Filtering
Exact Substring Deduplication Fasﬂextw

Scores Classifiers
+
Custom Data Quality Classifiers FastText
Category
S Classifiers A

Exact Substring ~ ‘ GneissWeb
‘ Deduplication ‘ R ‘ Dataset

FineWeb
Dataset
Filtering based on Readability -
FastText

Scores Extreé?l?;oken el

Classifiers

i

Filtering Extreme-Tokenized B A J
. . ategory
Documents GneissWeb Reupe\ Sl /

+ Exact substring deduplication = ((A AND B) OR (A AND C))

Document Category

Classifiers + GneissWeb ensembile filtering: A document is retained if either the fastText
combination and category-aware, readability score filter agree to retain, =
Novel Components highlighted in [l * ORthe fastText combination and category-aware, extreme-tokenized filter agreeto =

retain
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T@ Common Crawl Foundation is bringing GneissWeb to everyone!

e®oe M+ <« =] commoncrawl.org

e Announced at IBM TechXchange 2025 &

H ’ H H () COMMON The Data v Resources v Community v About v
e Using IBM’s Bloom filter + Data Prep Kit (LF AI CRAWL
& Data Project)

g GneissWeb Annotations.

e Applied it to every URL in the Crawls

e Created annotations

o Quality score: passes GneissWeb’s OB:; Z:
standard or not ' . .

o  Category: science, medical, education, Announcing GneissWeb

etc. Annotations

. Published annotations at both URL- and host- Common Crawl has added IBM's GneissWeb quality
and category annotations to its web dataset,
level enabling users to filter high-quality content and
explore topics like medical, education, and
technology.

() ‘Common Crawl Foundation

Common Crawl builds and maintains an open repository of web

Common Crawl Foundation Announcement:
https://commoncrawl.org/blog/announcing-gneissweb-annotations
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T Data Prep Kit

https://github.com/data-prep-kit/data-prep-kit

data-prep-kit https://github.com/IBM/data-prep-kit

Bring your Fuzzy Malware Header ini
d icati Detecti Cleanser Pre-Tralnlng

Exact Document -
html2parquet —@:» dedupycation ~@ quallity ~@» Tokenization e Tuning
! i
| Document Document
pdf2parquet (-t chunking e embeddings
5 : — Instruct Tuning
rogramming iltering .
Lang Selection Transform Pl Detection
GitHub Semantic ordering of
L@ i @ g of
code2parquet @ Code quality Q> repository
L]
Y, ing lib! f fi desi ipelil
g library of 'ms to design your own data prep pipeline Model Training

Laptop to cluster scale flexibility & o3 Sﬁ'b"r‘l’g »

python

Kubeflow

» Open-source governance (Linux Foundation AI & Data Project) for data preparation for LLMs:
https://Ifaidata.foundation/projects/data-prep-kit/

» Spearheaded by IBM Research

i
.'||
T
:

» Used in the data preparation for IBM’s Granite AI model training: https://huggingface.co/ibm-granite
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I—a rge Content Extraction (including Granite-Docling)
CO l leCt | on Of Document and Code quality
iran Sfo 'Mms Data Enrichment

e Annotations and filtering
2 40+bu"t m e Language Identification
~ Transforms

Quality Annotation

Deduplication
Bring Y ransform | PRCEE VR T

Optimization & ready for training

Bring your own Transform

<.||
[[LL
B



v E@ code v [@ language ;@ OPEN SOURCE

v 5 universal

Technology
T o Data P re p Klt > W code2parquet > [ doc_chunk > Bm blocklist SUM,\SOI;
> W code_profiler > [ doc_quality > Bm bloom
T ra n Sfo r m S > [ code_quality > [ docling2parquet > [ c4_annotator
> [ header_cleanser > BB enrichment > [ collapse

> [ license_select > B extreme_tokenized > W doc_id
> malware
= > [ gneissweb_classificatio > Sl ededup
> [ proglang_select > [ fdedup
> BB html2parquet
> [ repo_level_order > [ filter
) > [ lang_id
D Makefile > [ fineweb_quality_annotator
> BB mi_filter .
> [ gopher_repetition_annotator
> [ pii_redactor > B hap
> [ readability > B noop
Face blurring > B0 similarity > Bm profiler
License-based filtering > BB text_encoder > W rep_removal
Non-US data filtering —

Child Sex Abuse Material (CSAM)
detection and removal

> [ tokenization

> [ tokenization2arrow

> [ web2parquet
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Introducing Docling

e
| 1. Open source and permissively licensed (Apache 2.0)

2. Cost performant

3. Packaged as a python library (no API’s)

Parsing of multiple document formats incl. PDF, DOCX, XLSX,
HTML, images, and more

¢ Unified, expressive DoclingDocument representation format

&3 various export formats (Markdown, HTML, JSON)

Many plug-and-play ecosystem integrations
Support of OCR and Visual Language Models
Support for Audio with Automatic Speech Recognition models

&
™ Simple and convenient CLI

¥ OPEN SOURCE

+ SUMMIT

suomsr 2025

pip install docling

docling https://arxiv.org/pdf/2408.09869.pdf

docling --to json --to md ./inputs/
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Granite-Docling Adoption

Firefox File Edit View History Bookmarks Tools Window Help Wed Sep 24 07:52

CLILF Al & DATA

C @ o8

6 Hugging Face - The Al commun X + © Private browsing|

huggingface.co

# Models

ibm-granite/granite-docling-258M
Updated about 21 hours ago « £25.7k « < 593

openbmb/VoxCPM-0.5B
Updated 5 days ago + 3.2k - © 649

Alibaba-NLP/Tongyi-DeepResearch-30B-A3B
Updated 7 days ago « £ 9.15k « © 601

Wan-AI/Wan2.2-Animate-14B
Updated 5 days ago + & 14.4k - © 379

Qwen/Qwen3-0mni-30B-A3B-Instruct
Updated 1 dayago + & 1.69k - © 313

Browse 1M+ models

Trendingon ¥ this week

B Spaces

Deepsitev2 &
Generate any application with DeepSeek

Wan2.2 Animate ©
Wan2.2 Animate

Wan2.2 14B Fast
generate a video from an image with a text prompt

granite-docling-258M demo B
Convert images to structured documents and answer questions.

IndexTTS 2 Demo fiil
Generate expressive speech from text with emotion control

Browse 400k+ applications

= Datasets

@ 9

HuggingFaceFW/finepdfs
Updated 16 days ago 80.2k - © 564

fka/awesome-chatgpt-prompts
Updated Jan 6 - £ 48.4k - © 9.12k

InternRobotics/OmniWorld
Updated 26 minutes ago « & 15.2k « © 59

LucasFang/FLUX-Reason-6M
Updated 12 days ago - 385k - © 78

HuggingFaceM4/FineVision
Updated 19 days ago « & 257k + < 342

Browse 250k+ datasets
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3 Preview for Doc Conversion

‘Extno Buocer or WASP-121b os: JWST/NIRISS s Cuvi 9

il th ol weighes e tcturd 9 (Yo, Vo).
i prcomputation sty sceesics ool
s,

5 e ey g v o oo, G

ey, tho e s i
o e i,  simila spprech 1o ur
e

500 pom or cch e

it e 3 ety Th G
- iy i

e
(et Ny G745 mw
e e L

Howeer,

Y
s o ke o e i+ e gl

s o
o i o i Uk the o

p—}

B ) e e SR
it R M S

i kim0 o Ve b e B T s N e

R I

R — Pam . 2010 1 ki ok, el 0 compue
e e e i s
binyhvprtariory. A Segh. e that s essentially  combinati e PWM and EWM.
S o mm“ ““ “‘ —— W create the effective temperature by using & smple
o S f Monte Carlo process. First, we perturb our £/ F, emis-
i & G 18, To el of oGl ik ptrb o £/, ome
o WASP 12D (- B e e 2 caing o (5L ST O O
o ey

W comer tho ted Fy/F, anision spactrs 10
ighinon tamperatue by wavnsth,

Bl

pested st cch it e Wo ten et he .
v eaperaive, T o g il plase 5

B Ly p———

= T B )
T oy s of v s e
o v Lt g e Erve
Weihodean (FWAD. Fower Wiighted e (W)
G Procss (St & Covan 2015

ittt vsength i s by e s v,

I

BT 1
e ]

http://ibm.biz/granite-docling-demo

Ol (= £ Q&A about Doc Conversion

Convert this page to docling. Does the document contain tables?

What element is located at <loc_84> How can effective temperature be
<loc_403><loc_238><loc_419> computed?

Can you extract the 2nd section header?

Extract all picture elements on the page.

Granite-Docling content extraction supports Arabic and right-to-left reading flow

© 2025 IBM Corporation

OPEN SOURCE
SUMMIT
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Docling Community Adoption
LILFX Insights

O Top 500
@ Star History

HOK
® docling-pro ject/docling Oct 06, 2025
® docling-pro ject/docling: 40698

30K GITHUB TRENDING

m #1 Repository Of The Day

20K

GitHub Stars

10K

star it!

October 2025 April July October

. Date % star—history.com
42k+ GitHub stars
Z»1.5M+ downloads/month from PyPi

SUM

¥ OPEN SOURCE

MIT

o 2025



https://checkpoint.url-protection.com/v1/r07/url?o=https%3A//pypi.org/project/docling/&g=ZmU5Zjk2Yjc1ZjUyY2YzYQ==&h=ZTc4YWE1YzY3YjgzZGI4MGUzMDIwMWQ2ZWMyNDI0NDE5NGUxYzRmM2RhMWZlNDMxZDQ4ZDZkMTNhOWY1OWQ3Nw==&p=bWVjMTp0ZWNobm9sb2d5aW5ub3ZhdGlvbmluc3RpdHV0ZTpjOm86NzkyZGJkMzQzMjI5NzViYjg0ZjJiZGZmZGRlMjgxNmI6NzpwOlQ=

17 OPEN SOURCE

)i Unstructured Data Representation in Data Prep Kit

» Documents (language & code) are represented in a CSV-like
form, in PyArrow tables (Parquet files)

Content - Annotations & transforms can be generally applied in any order
Extraction
T o IR
- Annotation
EOEEIEEN ) | Docouty
en Annotation
en Filter
v P P R PN s | (275:05-en) 2 Gerplosity 20
en 0.81

- os  CCEEETNET
en 0.81

ip 0.79
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Data Prep Kit: from laptop- to cluster- scale

Q o

Q= 1nn

Laptop Server Datacenter

~ Ray and Spark wrappers for scale-out with no code changes*

» Docker/Podman desktop, Kind cluster, local (file system) I/0,
Cloud Object Storage, etc.

» Production-ready use: checkpointing, metadata, auditing
. Low-code pipeline orchestration via (KFP)

[lom]]

H[H
i

i

.'||

T

:

*for embarrassingly parallel transforms
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Data engineering journey: from raw data to models

ai governance
External
Datasets [ ‘
Crawl / @
Download / i g Tokenization Compliance
Extract |mm—————— >

I

|

I

I

IBM Internal |
Datasets |
I

I

|

I

I

|

Datasets

Ingestion to
schema

Exact dedup
Fuzzy dedup

Sentence splitting

HAP

Quality Filters
PII
Blocklists

Catalog, lineage, metadata; Standard and advanced analyses, visualization and reporting

Data Acquisition

Data Processing

(model neutral)

v
<>

v

Tuning and
Evaluation

Data Processing
(model specific)

Model monitoring

Model risk
management

Regulatory
compliance
reporting

Data and
Model
Monitoring

lln
:



Technology
TI I Innovation
Institute

IBM Cloud e

O MZRs
A single-campus MZRs

@ Data Centers

Data Engineering for LLMs @ IBM Cloud

Large-scale data processing with the IBM Cloud as “Supercomputer”
»  text extraction from the HTML pages of the 12PBs of Common-Crawl dataset (~309B docs)

Y OPEN SOURCE
SUMMIT

o 2025

Text_Extraction-Global_Cluster @ Q % © Addpanel
TeamScope /'

Total vCPUs in use RPN

Text Extraction o

gcross 2 regions / 6 data centers
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