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Introduction
This talk explores how culture and identity show up in Large Language Models behavior



5

LLMs

The evolution of language models (LM) from the perspective of task solving capacity.
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LLMs
• Large language models (LLMs) went from niche a research to millions of use daily for writing, coding, and problem solving.
• They can summarize books, draft legal text, code, and pass human exams, which makes them look dangerously smart and 

close to General Intelligence (GI).
• Startups and big tech are racing to integrate LLMs into search, office tools, customer support, and education, reshaping 

how people work and learn.
• This wave is already disrupting jobs, creativity, and decision-making, forcing society to rethink what skills are “uniquely 

human” in the age of smart machines.
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LLMs
I have a two days off. Give me a plan for to spend these two days?

Certainly! Here's a suggested itinerary to make the most of your two-day break:
Day 1:
Morning: Start with some self-care. You could go for a morning walk or jog, followed by a 
healthy breakfast at home or in a nearby cafe. If you enjoy reading, this would be a great time 
to catch up on that book you've been meaning to read.
Afternoon: Plan an activity that gets you out and about. This could be visiting a museum, 
going to a park, or taking a short day trip if there are any interesting places near you.
Evening: Relax and unwind. Cook a nice dinner (or order takeout), watch a movie, or engage 
in a hobby like painting or playing music.
Night: End the day with a good night's sleep to prepare for Day 2.
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LLMs

To start, how about you pick the one option from each of the following groups that 
sounds most appealing for your two days off:
1. 📍 Location Preference
•A. Staycation: Relaxing at home, maybe catching up on hobbies, books, or movies.
•B. Day Trips: Exploring your local area, visiting nearby towns, or natural spots (parks, 
beaches, mountains).
•C. City/Cultural Trip: Spending time in a major city, visiting museums, galleries, 
shopping areas, and trying new restaurants.
2. 💖 Vibe/Goal
•X. Relax & Recharge: Focusing on stress relief, comfort, and quiet activities.
•Y. Fun & Active: Seeking excitement, physical activity, new experiences, or socializing.
•Z. Learn & Create: Dedicating time to a project, skill, or intellectual pursuit.

I have a two days off. Give me a plan for to spend these two days?
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LLMs

Here’s a balanced two-day plan to help you relax, recharge, and enjoy your time off:
Day 1: Relaxation & Self-Care
•Morning: Wake up early, enjoy a light breakfast, and do some light stretching or yoga.
•Midday: Take a walk in a park or nature area to clear your mind.
•Afternoon: Read a book, listen to music, or watch a movie you’ve been wanting to see.
•Evening: Prepare a simple, healthy dinner and spend time journaling or reflecting on the week.
•Night: Wind down with a warm bath or tea, and go to bed early for a good night’s rest.
Day 2: Activity & Exploration
•Morning: Try a new hobby or activity, like painting, cooking, or a short hike.
•Midday: Visit a local museum, art gallery, or explore a new neighborhood.
•Afternoon: Meet a friend for coffee or lunch and catch up.
•Evening: Prepare a special meal or try a new restaurant.
•Night: End the day with something relaxing, like a podcast or a light game.
Feel free to adjust this plan based on your interests and energy levels! How does this sound to you?

I have a two days off. Give me a plan for to spend these two days?
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LLMs

To make the most of your two days off, here is a plan that you can follow:
1.Start your day with a good breakfast and some light exercise or stretching to get your body moving.
2.Plan your day around activities that you enjoy and that will help you relax and recharge. You could consider going 
for a walk in nature, reading a book, or watching a movie.
3.If you have any tasks or projects that need to be completed, make sure to prioritize them and set realistic goals 
for each day.
4.Take some time to reflect on what you have accomplished during the week and what you would like to focus on 
during your time off.
5.Make sure to take breaks throughout the day to rest and recharge. This will help you stay focused and 
productive.
6.End your day with a relaxing activity such as taking a warm bath, practicing yoga, or listening to calming music.
7.Get a good night's sleep to ensure you are well-rested and ready to tackle the next week.

I have a two days off. Give me a plan for to spend these two? days?
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LLMs

Perfect if you want to de-stress, slow down, and focus on self-care.

Day 1: Home Spa & Digital Detox
•Morning: Sleep in. Enjoy a slow, luxurious breakfast—maybe something you don't usually have time for, like pancakes or a fancy omelet.
•Afternoon: Create a home spa experience. Take a long bath or shower, do a face mask, paint your nails, or just read a book in a comfy spot. Disconnect 
from work emails and social media.
•Evening: Cook a nice meal from scratch, or order in from your favorite restaurant. Watch a movie or binge a show you've been wanting to see. Go to bed 
early with a book.

Day 2: Gentle Exploration & Preparation
•Morning: Go for a leisurely walk in a local park, botanical garden, or just around your neighborhood. Listen to a podcast or some calming music.
•Afternoon: Do a life-admin task you've been putting off (e.g., organizing a closet, tidying your digital files). It feels great to accomplish something small.
•Evening: Meal prep for the upcoming week to make your life easier. Spend some time planning or journaling. Have a calm evening to mentally prepare for 
returning to your routine.

I have a two days off. Give me a plan for to spend these two? days?
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LLMs
Some LLM Risks:
• Advices: LLMs often give life and family advice that assumes Western individualist values about autonomy, relationships, 

and parenting.
• Creativity: LLMs frequently default to Western names, holidays, media, and story structures when generating creative 

content.
• Morality: LLMs tend to frame moral questions through liberal, Western ethical norms, treating other moral systems as 

secondary or problematic.
• Politics: LLMs can reflect dominant Western geopolitical narratives and policy preferences, underrepresenting alternative 

regional viewpoints.
• Cultural: LLMs may generalize or stereotype non-Western cultures, overlooking local nuance and everyday practices that 

don’t appear often in their training data.

FOOTER
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Culture and Identity
• Culture is a concept that encompasses the social behavior, institutions, and norms found in human societies, as 

well as the knowledge, beliefs, arts, laws,
• The beliefs, customs, arts, etc. of a particular social group, place, or time
• The set of shared attitudes, values, goals, and practices that characterizes an institution or organization
• The way of life, especially the general customs and beliefs, of a particular group of people at a particular time:
• The attitudes, behavior, opinions, etc. of a particular group of people within society:

FOOTER
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Culture and Identity
Elements and areas that identify or exhibit someone’s culture:
• Language
• Religion and Belief Systems
• Values and Norms
• Social Customs and Traditions
• Food and Culinary Habits
• Clothing and Appearance
• Arts and Creative Expression
• Family Structure and Social Organization
• Economic and Work Practices
• Historical Narratives and Shared Memory
Culture is not static—people often belong to multiple overlapping cultures (national, regional, religious, professional, 
generational, online communities, etc.).

FOOTER
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Culture and Identity
A person’s culture is usually expressed through a combination of:
• What they believe
• How they communicate
• What they value
• How they behave
• What they celebrate
• What they eat, wear, create, and remember
Culture is not static—people often belong to multiple overlapping cultures (national, regional, religious, professional, 
generational, online communities, etc.)

FOOTER
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Cultural Biases - Empirical Evidence

FOOTER

Plot for multidimensional scaling on World Values Survey (WVS) answers. 
Source: Atari, Mohammad, Mona J. Xue, Peter S. Park, Damián E. Blasi, and Joseph Henrich. “Which Humans?”, n.d. https://psyarxiv.com/5b26t.

https://checkpoint.url-protection.com/v1/r07/url?o=https%3A//psyarxiv.com/5b26t&g=Y2JkYjBiNzQyMTU4ODlkMw==&h=NGI1OTVmNjNiZWJmZmY3YzFkZTdhZTZjYmEwNDkxYWNlY2ZjZGNhNDgyM2UzNWY4NjA0NTYxZDU0ODY1Mzg4MQ==&p=bWVjMTp0ZWNobm9sb2d5aW5ub3ZhdGlvbmluc3RpdHV0ZTpjOm86ZmM5NzJhZDg0MjhlN2RkN2FjNDFjOWNkNDhlN2JlNWY6NzpwOlQ=
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Cultural Biases - Empirical Evidence

FOOTER

LLMs benchmarking on questions based on Hofstede’s theory of cultural dimensions
Source: https://arxiv.org/pdf/2311.16421



18

Developers Aspirations

• OpenAI needs to build systems that reflect the wide range of values and priorities of all the people we serve. We approach this in 

many ways, including external feedback forms, expert input, and global listening sessions.

• Another way we do this is through collective alignment, a research effort that gathers a variety of perspectives on how our 

models should behave. 

• As AI becomes more capable and integrated into people’s lives, it’s important that their default behavior—and the boundaries of 

personalization—reflects a wide range of perspectives and values.   
https://openai.com/index/collective-alignment-aug-2025-updates/
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Developers Aspirations

• Our Responsible AI efforts are propelled by a cross-disciplinary team whose mission is to help ensure that AI at Meta 

benefits people and society. Our Civil Rights Team, for example, has been integral to our work, bringing subject-matter 

expertise with technical, policy, and legal assessments and collaboratively designing technical solutions.

• Fairness doesn’t just mean improving equitable access to positive opportunities or ensuring that our products work equally 

well regardless of someone’s demographic characteristics or what language they are using. It also means working to ensure 

that our AI systems don’t generate content that is harmful or disrespectful to historically marginalized communities.
https://ai.meta.com/blog/responsible-ai-progress-meta-2022/
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Developers Aspirations

• We recognize that distinguishing fair from unfair biases is not always simple, and differs across cultures and societies. We 

will seek to avoid unjust impacts on people, particularly those related to sensitive characteristics such as race, ethnicity,

gender, nationality, income, sexual orientation, ability, and political or religious belief.

• AI technologies, we will take into account a broad range of social and economic factors, and will proceed where we believe 

that the overall likely benefits substantially exceed the foreseeable risks and downsides.

https://blog.google/technology/ai/ai-principles/  
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LLMs from Training to Application

FOOTER
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LLMs Training

FOOTER

Source: https://developer.nvidia.com/nemo-curator
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LLMs Training

FOOTER

Source: https://data-verse.gitbook.io/docs
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LLMs Pre-Training Data

FOOTER
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LLMs from Training to Application
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LLMs Fine-Tuning

FOOTER

LLM Fine-Tuning Approaches and Techniques
Source: https://www.mdpi.com/3252474
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LLMs Fine-Tuning Datasets

FOOTER

A subset from Huggingface datasets 
for fine-tuning
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LLMs Fine-Tuning Datasets
Exploring SFT
- Use a given dataset 
- Ask an LLM as a judge to label if any example contains a type of sensetivity 
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هذھيفيرعتلايداوندجوتنیأينربختنأكنكمیلھ
؟ةقطنملا

ناكھنأملعأ .ةقطنملايفدٍانكانھناكنإاًدكأتمتسل
ھنكلو،١٠٩قیرطلاىلع "جدولاذ"ىعدُیدٍانكانھ
ةنیدملايفرخآدٍاناضًیأكانھناك .تاونسذنمقلغُأ
راطقلاةطحمنمبرقلابعقیناكو،"تیباذ"ىعدُی
دٍانحتتفُیس .اضًیأةدیدعتاونسذنمىفتخادقو .ةمیدقلا
 .٢٨قیرطلاىلعمیدقلاتراميكىنبميفاًبیرقدیدج

لعفلاباوأدبدقو ."يتیسنیس"يدانلامسانوكیس
اذھامتقويفنوحتتفیسمھنإنولوقیو،ھنعنلاعلإاب

.فیصلا

LLMs Fine-Tuning Datasets
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messages": [
{
"role": "user",
"content": "Two farmers agree that pigs are worth $\\$300$ and that goats are worth $\\$210$. When one farmer owes the other money, he 

pays the debt in pigs or goats, with ``change'' received in the form of goats or pigs as necessary. (For example, a $\\$390$ debt could be paid 
with two pigs, with one goat received in change.) What is the amount of the smallest positive debt that can be resolved in this way?"

},
{
"role": "assistant",
"content": "If a debt of $D$ dollars can be resolved in this way, then integers $p$ and $g$ must exist with \\[\nD = 300p + 210g = 30(10p + 

7g).\n\\]As a consequence, $D$ must be a multiple of 30, and no positive debt less than $\\$30$ can be resolved. A debt 
of $\\boxed{\\$30}$ can be resolved since \\[\n30 = 300(-2) + 210(3).\n\\]This is done by giving 3 goats and receiving 2 pigs."

}
],

LLMs Fine-Tuning Datasets
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LLMs Fine-Tuning Datasets

FOOTER

An analysis for one dataset: 
MSMarco (800k samples)
https://huggingface.co/datasets/microsoft/ms_marco
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LLMs Fine-Tuning Datasets

Examples of Western benchmark values conflicting with Chinese values from SC101 and MIC. 
Source: https://arxiv.org/pdf/2506.01495v3
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LLMs Fine-Tuning Datasets
Clutural alignments measurments:
• Hofstede Culture Survey: Focusing on understanding cultural differences across countries.
• Chinese Values Survey (CVS): Concentrating on the values of the Far East.
• European Values Survey (EVS): focus on the Europeans beliefs and social values
• World Values Survey (WVS): A global extension of the EVS.
• GLOBE Study: Investigating leadership and organizational culture across multiple countries
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LLMs Fine-Tuning Datasets
Arabic Relevant Benchmarks
• CDEval based on Geert Hofstede's cultural dimensions theory.
• AlGhafa evaluation benchmark for Arabic language models
• CamelEval: Advancing Culturally Aligned Arabic Language Models and Benchmarks
• ACVA Arabic cultural value alignment
• Cidar: Culturally relevant instruction dataset for Arabic
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LLMs from Training to Application

FOOTER
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The Role of Prompting
• Tailor prompts by adding more constraints. 
• Persona-specific and culture-specific prompts can improve alignment modestly, but not always
• Example: Asking GPT-4 to answer as a Japanese or Saudi national still results in Western-style advice
• The search space for persona tuning is large

- PersonaHub has more than 1B instance (13% for the world population) https://huggingface.co/datasets/proj-persona/PersonaHub

- It might exacerbate further the bias in the models
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Toward Proactive Engagement
Pre-training data
• Change what the model learns from cultural signals present in the data and balance from the start.
• Techniques include controlled data selection (down-weighting over-represented sources, adding more text from underrepresented regions 

and languages, and filtering stereotypes) and building culturally rich datasets or benchmarks (e.g., CultureAtlas, PALM, CultureLLM data) that 
cover many countries, value systems, and local norms.

Post-training data
• Adapt the model with targeted supervision (instruction tuning, RLHF/RLAIF, cultural learning frameworks) so its behavior better matches 

diverse cultural values.
• Use survey data such as the World Values Survey, multi-cultural QA datasets, and simulated social interactions to correct misalignments on 

topics like family, religion, and social norms.
Using persona at inference
• At inference time, “persona” techniques try to condition the model on a specific cultural standpoint (e.g., “answer as a 30-year-old teacher in 

Cairo” or “as an elderly Morrocan person”).
• Persona prompting can nudge answers closer to particular cultural survey responses.
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&ارًكش
Thank you!

QA & Discussions


